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Abstract. This paper studies abstraction and refinement techniques in the setting
of multi-valued model checking for the μ-calculus. Two dimensions of abstrac-
tions are identified and studied: Abstraction by joining states of the underlying
multi-valued Kripke structure as well as abstraction of truth values, for each fol-
lowing both an optimistic and pessimistic account. It is shown that our notion
of abstraction is conservative in the following sense: The truth value in a con-
crete system is “between” the optimistic and pessimistic assessment. Moreover,
model checking of abstracted systems is shown to be again a multi-valued model
checking problem, allowing to reuse multi-valued model checking engines. Fi-
nally, whenever the optimistic and pessimistic model checking result differ, the
cause for such an assessment is identified, allowing the abstraction to be refined
to eventually yield a result for which both the optimistic and pessimistic assess-
ment coincide.

1 Introduction

In multi-valued logics, a formula evaluates no longer to just true or false but to one
of many truth values. This allows to express to which extent a property is considered
satisfied by a program, or, in the setting of trust models, how much a person can be
trusted [1]. The main motivation of this work is, however, inspired by our study of
software product lines (or software product families). Within software product lines
[2] a set of similar systems, called products, is modelled explicitly expressing their
commonalities and differences. We have shown in [3] that a software product family
can conveniently be modeled as one single multi-valued system, in which each value
corresponds to a subset of products. Thus, the question of which products of the product
line satisfy a certain property corresponds to the truth value of the formula encoding the
property with respect to the multi-valued system.

As explained in [4,5], a Kripke structure (KS) can be extended to the multi-valued
setting by assigning to each proposition in each state one of many (truth) values and
likewise to each transition also a value, resulting in the notion of a multi-valued Kripke
structure (mv-KS). A value of some proposition might then be interpreted as to which
extend a proposition holds, a person may be trusted initially, or in which products of
a product line a certain proposition holds. Similarly, the value of a transition might
identify to which amount a transition might influence the truth value, might modify
the trust value of some person when taking the transition, or, in which products the
transition is actually present.

In model checking, a temporal or modal logic is typically used to specify (intended)
properties of a given mv-KS. As such a logic typically ranges over atomic proposition,
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Boolean combinations, and temporal or modal operators, it is helpful to consider values
from a lattice, where meet (�) and join (�) naturally yield a semantics for conjunction
and disjunction, respectively. The meaning of temporal or modal operators is adjusted
appropriately. Then, the semantics of a formula with respect to a mv-KS is one element
of the lattice, denoting either the extent to which the formula holds, the trust value
of some person performing actions, or the set of all products satisfying the formula.
Model Checking multi-valued versions of the classical logics LTL, CTL, CTL∗, and
the μ-calculus has the been extensively studied already, for example in [6,4,5,7].

The state explosion problem in (two-valued) model checking—complicating its prac-
tical application—does, of course, not vanish in the multi-valued setting. Therefore, it
is important to study abstraction techniques also for multi-valued model checking. This
paper studies abstraction and refinement techniques in the setting of multi-valued model
checking for the μ-calculus as introduced in [5].

We identify and study two orthogonal forms of abstractions for mv-KS: Firstly, we
consider abstractions of mv-KS induced by joining states to form abstract states, as
it is typically considered also in the two-valued setting. In this setting, a meanwhile
popular form of abstraction is to consider structures that are simultaneously an over
as well as under-approximation of a system, as introduced in [8] in the setting of the
μ-calculus. To this end, Larsen’s and Thomsen’s Kripke modal transition systems are
used to describe abstract systems in which a transition can be may, denoting an over-
approximation, or must, denoting an under-approximation [9]. This, essentially leads
to three possible values for a transition: It is there for sure, it is not there for sure, or
it may be there. This explains that three-valued settings are themselves often used for
abstractions [10]. In this paper, however, we study abstraction of rather than abstraction
by mv-KS. Over-approximation can be intuitively explained as an optimistic account of
the system’s transitions, while we consider an under-approximation a pessimistic ac-
count. We then transfer this understanding to the multi-valued setting to obtain notions
of abstractions. A first, interesting result is that an abstract mv-KS can be again consid-
ered as a mv-KS, yet over a richer lattice, which we call the op-lattice. This allows to
reuse multi-valued model checking engines also for abstraction.

The second source of abstraction that we study is that by abstracting values. Espe-
cially in the setting of product lines, in which a family of N products gives rise to the
powerset lattice with 2N elements, it is essential to also abstract lattice elements, prac-
tically say by identifying different products, hereby reducing N . To follow both the
optimistic and pessimistic view, we need, however, two abstractions for the lattice ele-
ments, here given as usual in abstract interpretation by (two) Galois connections [11].
We introduce a simulation relation and show that in the presence of such a relation the
actual model checking values lies “between” the optimistic and pessimistic one that is
based on the abstract system. Note that in [12] the concept of a latticed simulation is in-
troduced, which, however, does not allow to combine a pessimistic and optimistic view
into one abstraction.

Finally, whenever the optimistic and pessimistic model checking result differ, the
cause for such an assessment is identified. We explain how to compute the cause based
on the structure of the formula to be checked. Knowing causes allows to refine the
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abstraction to eventually yield a result for which both the optimistic and pessimistic
assessment coincide.

2 Preliminaries

Lattices. An algebraic structure (L,�,�) consisting of a set L, a binary operation
� : L × L → L called meet and a binary operation � : L × L → L called join is a
lattice if it satisfies the following equations for all elements x, y, z ∈ L: (i) x�y = y�x
and x � y = y � x, (ii) x � (y � z) = (x � y) � z and x � (y � z) = (x � y) � z,
(iii) x�(y�x) = x and x�(y�x) = x, and (iv) x�x = x and x�x = x. Equivalently
to the definition as an algebraic structure, a lattice can be defined as a partially ordered
set (L,�) where for each x, y ∈ L, there exists (i) a unique greatest lower bound (glb),
which is called the meet of x and y, denoted by x � y, (ii) and a unique least upper
bound (lub), which is called the join of x and y, denoted by x � y. Depending on the
application, in the following we use one or the other form for dealing with lattices.

The definitions of glb and lub extend to finite sets of elements A ⊆ L as expected,
which are then denoted by

�
A and

⊔
A, respectively. A lattice is called finite iff L

is finite. Every finite lattice has a least element, called bottom, denoted by ⊥, and a
greatest element, called top, denoted by 	. A lattice is distributive, iff x � (y � z) =
(x� y) � (x� z), and, dually, x� (y � z) = (x � y) � (x � z). In a de Morgan lattice,
every element x has a unique dual element ¬x, such that ¬¬x = x and x � y implies
¬y � ¬x. Typically, we denote a de Morgan lattice as a quadruple (L,�,�,¬).

A complete distributive lattice is called Boolean iff for all elements x ∈ L we have
x � ¬x = 	 and x � ¬x = ⊥. A typical Boolean lattice is the one induced by the
power of some non-empty finite set {1, . . . , N}, for N ∈ �: (2N ,⊆) where meet, join,
and dual of elements, are given by set intersection, set union, and complement of sets,
respectively. For example, Figure 4(a) shows the powerset lattice for N = 3.

Multi-valued Kripke Structures. Let P be a set of propositional constants. A multi-
valued Kripke structure (mv-KS) is a tuple K = (S,L,R, L) where S is a set of states,
L is a de Morgan lattice, R : S×S → L is a transition function associating an element
of the lattice to each pair of states, and L : S → (P → L) is yields for a proposition in
each state an element of the lattice. With MK we denote the set of all mv-KS.

A Kripke structure in the usual sense can be seen as a mv-KS with values over the
two element lattice consisting of a bottom ⊥ and a top 	 element, ordered as shown in
Figure 3(a). Value 	 then means that the property holds in the considered state while ⊥
means that it does not hold. Similarly, R(s, s′) = 	 reads as there is a corresponding
transition while R(s, s′) = ⊥ means there is no transition between the states s and s′.

Multi-valued modal μ-calculus. In the following we introduce a multi-valued modal
version of the μ-calculus along the lines of [7]. Let V be a set of propositional variables.
Formulae of the multi-valued modal μ-calculus are given by

ϕ ::= true | false | q | ¬ϕ | Z | ϕ ∨ ϕ | ϕ ∧ ϕ | ♦ϕ | �ϕ | μZ.ϕ | νZ.ϕ

where q ∈ P , and Z ∈ V . Let mv -Lμ denote the set of closed formulae generated
by the above grammar, where the fixpoint quantifiers μ and ν are variable binders. The
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[[true ]]ρ := λs.�
[[false]]ρ := λs.⊥

[[q]]ρ := λs.L(s)(q)

[[¬ϕ]]ρ := λs.¬[[ϕ]]ρ(s)

[[Z]]ρ := ρ(Z)

[[ϕ ∨ ψ]]ρ := [[ϕ]]ρ � [[ψ]]ρ
[[ϕ ∧ ψ]]ρ := [[ϕ]]ρ � [[ψ]]ρ

[[♦ϕ]]ρ := λs.
⊔{R(s, s′) � [[ϕ]]ρ(s

′)}
[[�ϕ]]ρ := λs.

�{¬R(s, s′) � [[ϕ]]ρ(s
′)}

[[μZ.ϕ]]ρ :=
� {f | [[ϕ]]ρ[Z �→f ] � f}

[[νZ.ϕ]]ρ :=
⊔ {f | f � [[ϕ]]ρ[Z �→f ]}

Fig. 1. Semantics of mv -Lμ formulae

semantics of a mv -Lμ formula is an element of LS , i.e., a function from S to L yielding
for the formula at hand and a given state its satisfaction value measured in terms of the
lattice. In the setting of software product lines, for example, this is the set of all products
for which the formula holds in the given state. More precisely, the semantics [[ϕ]]Kρ of a
mv -Lμ formula ϕ with respect to a mv-KS K and an environment ρ : V → LS , which
explains the meaning of free variables in ϕ, is defined as shown in Figure 1, where
ρ[Z �→ f ] denotes the environment that maps Z to f and agrees with ρ on all other
arguments. When clear from the context, we drop indices K and ρ.

Regarding motivation, consider the ♦-operator as an example: ♦ϕ is classically sup-
posed to hold in states that have a successor satisfying ϕ. In a multi-valued version,
we first take the value of a transition and reduce it (meet it) with the value of ϕ in that
successor. As there might be transitions to different successors, we take the best value.

The functionals λf.[[ϕ]]ρ[Z �→f ] : LS → LS are monotone wrt. � for any Z, ϕ and
S. By [13], least and greatest fixpoints of these functionals exist. Approximants of mv -
Lμ formulae are defined as usual: if fp(Z) = μZ.ϕ then Z0 := λs.⊥, Zn+1 :=
[[ϕ]]ρ[Z �→Zn] for any ordinal n and any environment ρ, and Zλ :=

�
n<λ Zn for a limit

ordinal λ. Dually, if fp(Z) = νZ.ϕ then Z0 := λs.	, Zn+1 := [[ϕ]]ρ[Z �→Zn], and

Zλ :=
⊔

n<λ Zn.

3 Conservative Abstractions for MV-Kripke Structures

In this section we introduce two different kinds of abstractions for multi-valued Kripke
structures, both motivated by practical applications, and made explicit by respective
abstraction operators. As we show, the combined application of both abstraction op-
erations (i) yields again a mv-KS, which means that we can technically deal with the
abstracted system in the same way as with the concrete system, i. e. in particular, we
can apply the same model checking techniques, and (ii) that it is conservative in the
sense that the result of evaluating any mv -Lμ formulae on the abstract system is always
a conservative abstraction of the evaluation on the concrete system.

Abstraction by joining states. Consider the part of a mv-KS shown in Figure 2(a). A
standard idea of abstraction, which we follow as our first approach, is to join states in
a concrete system to form combined abstract states in the abstract system. For example,
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s10

s11

s2

s3

s4

{1}

{1, 2}
{3}
{3, 4}

(a) Concrete system.

s′1

s′2

s′3

s′4

({1, 2}, {1})

({3/4},∅)

({3/4}, {3/4})

(b) Abstract system (mv-KS).

Fig. 2. An Example of a combined abstraction. The abstraction joined states as indicated by the
dashed lines, e. g. s10 and s11, and does additionally abstract the original lattice elements 3 and
4 with one abstract element denoted by 3/4.

the concrete states s10 and s11 in Figure 2(a) are joined (indicated by the dashed line)
to form the abstract state s′1 in Figure 2(b).1

Regarding transitions, we label the abstract transitions with values representing over-
and under-approximation of the corresponding concrete (original) transitions. More
specifically, the two transitions from the concrete states s10 and s11 to s4, respectively,
are over-approximated by the label {1, 2} and under-approximated with {1}, in the ab-
straction. We combine this approximation information to label the corresponding transi-
tion in the abstract system with a tuple consisting of the over- and under-approximation.
This results again in a lattice Lop of tuples based on the lattice L used to label transitions
in the concrete system as follows:

Definition 1 (op-lattice). Let L be a de Morgan lattice. The lattice

Lop = ({(m1, m2) ∈ L × L | m1  m2},�op,�op,¬op)

with the operations �op, �op, ¬op given by

(m1, m2) �op (m′
1, m

′
2) := (m1 � m′

1, m2 � m′
2)

(m1, m2) �op (m′
1, m

′
2) := (m1 � m′

1, m2 � m′
2)

¬op(m1, m2) := (¬m2,¬m1)

is called the optimistic-pessimistic lattice (op-lattice) for L.

We called Lop an optimistic-pessimistic lattice as its elements embody these two kinds
of views—regardless whether we interpret its elements as degrees of truth or configura-
tions of a software product line: The first entry of the tuple represents the best case, e. g.
the “highest” truth value or the largest set of configurations of a software product family,
while the second entry represents the (worst) case which is achieved at the least, e. g.

1 Please ignore the transitions from s′2 and s′3 to s′4 for the moment.
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�

⊥
(a)

(�,�)

(�,⊥)

(⊥,⊥)
(b)

{1, 2}

{1}

{∅}

{2}

(c)

({1, 2}, {1, 2})

({1, 2}, {1})

({1}, {1})

({1}, {∅})

({1, 2}, {∅})

({∅}, {∅})

({1, 2}, {2})

({2}, {2})

({2}, {∅})

(d)

Fig. 3. In (b) true, false and don’t know lattice for the two-element lattice (a), in (c) lattice for two
product lines and corresponding op-lattice in (d)

the “lowest” guaranteed truth value or the (smallest) set of configurations which still
guarantees a certain property. The op-lattice of the two valued and four valued Boolean
lattices shown in Figures 3(a) and 3(c) are given in Figures 3(b) and 3(d), respectively.
Observe that Figure 3(b) shows the three-valued lattices commonly used for abstraction
in the setting of the μ-calculus [14].

Let us formalize the abstraction process motivated before. To this end, we define
what it means to combine concrete states and abstract them to an abstract state in an
abstract system. Let the function γ : SA → P(SC) be a mapping which identifies
(i) which concrete states in SC are combined, (ii) and to which abstract state in SA

they are abstracted. We require γ to be abstraction complete , i.e., for all sC ∈ SC

there is sA ∈ SA with sC ∈ γ(sA). Thus each concrete state is accounted by at least
one abstract state. Now, we are prepared to define an abstraction operator absS which
represents the act of abstracting by joining states.

Definition 2 (State Abstraction Operator). We call the function absS yielding the ab-
stract mv-KS absS ((SC ,LC ,RC , LC), γ) = (SA,LA,RA, LA) of the concrete mv-
KS (SC ,LC ,RC , LC) by joining states according to the abstraction complete function
γ the state abstraction operator, where the set SA of abstract states is implicitly given
by γ, the lattice LA is the op-lattice of LC and

RA(sA, s′A) =

⎛
⎝ ⊔

sC∈γ(sA)

⊔
s′

C∈γ(s′
A)

RC(sC , s′C) ,
�

sC∈γ(sA)

⊔
s′

C∈γ(s′
A)

RC(sC , s′C)

⎞
⎠

LA(sA, p) =

⎛
⎝ ⊔

sC∈γ(sA)

LC(sC , p) ,
�

sC∈γ(sA)

L(sC , p)

⎞
⎠

The function absS maps a mv-KS representing a concrete system to a mv-KS which
representing its abstraction by combining states via function γ. For the pessimistic view,
it takes the worst of the (best) combinations of states. For example, the lattice shown in
Figure 3(d) is the op-lattice which defines the transition labels for an abstract mv-KS
which is constructed by abstracting from a concrete mv-KS where the transitions were
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labeled with elements of the lattice shown in Figure 3(c). Also note, that following our
construction we exactly get the usual three-valued lattice (cf. Figure 3(b)) if we abstract
a (two-valued) Kripke structure, where the existence and missing of transitions is equal
to labeling the transitions with the two-valued Boolean lattice as shown in Figure 3(a)
[14].

Abstraction of lattices elements. The abstraction of states as performed by our first
abstraction operation absS reduces the state space by joining states. Thus, the abstract
system usually also has significantly fewer transitions. To further reduce the abstract
system, we may want to identify some elements of the lattice. Therefore, we also con-
sider abstractions of the original lattice. In the following we introduce such a kind of
abstraction and provide a definition of a second abstraction operator, correspondingly.
Note, that the first abstraction operator yields a mv-KS labeled with an op-lattice, on
which we can apply the second abstraction operator subsequently.

Consider again Figure 2(b): Assume that we no longer want to differ between the two
lattice elements 3 and 4. Thus, we abstract these elements to a single element—denoted
by 3/4—in the abstract lattice. Being the only abstraction of lattice elements we make,
the resulting abstract lattice consists of the three elements {1, 2, 3/4}, which may now
be used to label transitions in the abstract system. The effect of this abstraction is shown
in Figure 2(b): Since we abstract 3 and 4 together, whenever 3 and 4 occur apart from
each other in the concrete system, this asks for an optimistic and a pessimistic view in

the abstract system, represented by the transition s′2
(3/4,∅)−−−−→ s′4: There is no transition

in the pessimistic case (entry ∅ of the tuple), yet a transition for the element 3/4 in the
optimistic view.

In order to formalize such an abstraction from lattices we use the concept of Galois
connections which is well know in the area of abstract interpretation.

Definition 3 (Galois Connection [11]). Let L1 and L2 be lattices. A pair (↑, ↓) of
monotone functions ↑ : L1 → L2 and ↓ : L2 → L1 is a Galois connection from L1 to
L2, if ∀l ∈ L1 : l � ↓(↑(l)) and ∀a ∈ L2 : ↑(↓(a)) � a.

For the soundness proof of our approach we depend on some of the common proper-
ties of Galois connections. In particular, any Galois connection (↑, ↓) from L1 to L2

fulfills (i) ↑(l) � m ⇔ l � ↓(m), (ii) ↑(
⊔

L) =
⊔

l∈L ↑(l), and (iii) ↓(
�

M) =�
m∈M ↓(m). Figure 4 shows an example of a Galois connection between two lattices

which illustrates these properties. The abstraction combines the (concrete) elements 1
and 2 of the lattice L1 (cf. Figure 4(a)) to the single element 1/2 in the lattice L2. The
solid line shows an example of how the Galois connection (↑, ↓) works: We abstract (↑)
element {2} to {1/2} and concretize (↓) then back to the {1, 2}. This is an optimistic
approximation as {2} � {1, 2}. In particular, properties (i)-(iii) are fulfilled.

Usually Galois connections are applied for abstractions by using ↑ as the abstrac-
tion function and ↓ as the concretization function. Since by definition l � ↓(↑(l))
holds, this abstraction yields an over-approximation, or an optimistic approximation
in our terminology. For our approach we additionally need a pessimistic approxima-
tion (under-approximation). We define the pessimistic approximation using a second
Galois connection and swapping the interpretation of the mapping functions: For the
pessimistic case we use ↓ as an abstraction function and ↑ as a concretization function.
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{1, 2, 3}

{1, 2}

{1}

{2, 3}

{2}

∅

{1, 3}

{3}

(a) L1

{1/2, 3}

{1/2}

∅

{3}

↑

↓

(b) L2

Fig. 4. A galois connection allows to interpret the lattice L2 as an abstraction of L1, where the
(concrete) lattice elements 1 and 2 are abstracted to a single element in L2, denoted by 1/2.
Dashed and solid lines illustrate a part of the galois connection (↑, ↓).

We now define the lattice to label our abstract systems. We call it the abstract op-
lattice. It is based on the original lattice from which we abstract elements and two
Galois connections which define our optimistic and pessimistic view. Since we now
use different lattices for the optimistic and pessimistic approximation, it is no longer
possible to define negation for the elements of the abstract lattice directly. Therefore
we additionally require two negation functions, that map between the optimistic and
pessimistic view appropriately.

Definition 4 (aop-lattice). Let LC be a de Morgan lattice and Lo and Lp be lattices.
Let (↑o, ↓o) with ↑o : LC → Lo and ↓o : Lo → LC and (↑p, ↓p) with ↑p : Lp → LC

and ↓p : LC → Lp be Galois connections. Furthermore, let Lo and Lp be connected
by two anti-monotone negation functions ¬o : Lo → Lp and ¬p : Lp → Lo with
¬o↑o(x) � ↓p(¬x) and ↑o(¬x) � ¬p↓p(x). We call the lattice

Laop =
({(mo, mp) ∈ Lo × Lp | ↓o(mo)  ↑p(mp)}, �aop, �aop, ¬aop

)
with the operations given by

(mo, mp) �aop (m′
o, m

′
p) := (mo � m′

o , mp � m′
p)

(mo, mp) �aop (m′
o, m

′
p) := (mo � m′

o , mp � m′
p)

¬aop(mo, mp) := (¬pmp , ¬omo)

the abstract optimistic-pessimistic lattice (aop-lattice) for the lattice LC .

Using the properties of Galois connections and the definition of the negation functions,
we easily see:

Proposition 1 (aop-lattice is well-defined). For all lattice values x ∈ LC it holds that
(↑o(x), ↓p(x)) ∈ Laop and that �aop, �aop, ¬aop are well-defined and in the sense that
they preserve the condition ↓o(mo)  ↑p(mp).

Negation on an aop-lattice always yields an over- and under-approximation of a cor-
responding concrete element. But it also allows for the loss of information, since the
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{1, 2, 3}

{1, 2}

{1}

{2, 3}

{2}

∅

{1, 3}

{3}

(a) LC

{1/2, 3}

{1/2}

∅

{3}

↑o

↓p

¬o

↑o

↓p

¬p

(b) Lo = Lp

Fig. 5. Illustration of the negation function(s) in a aop-lattice

result of negation in the concrete might not be representable “exactly” in the abstract.
Figure 5 illustrates such a situation. It shows the lattice LC that we consider for the con-
crete system, whereas for the abstraction, the same lattices Lo = Lp for the optimistic
and pessimistic case are used. Consider the concrete element x = {2} and its negation
¬x = {1, 3} (in the concrete system). Following the arrows shows ¬o↑o(x) = {3} �
{3} = ↓p(¬x) and ↑o(¬x) = ∅ � {1/2, 3} = ¬p↓p(x). This means that the negation
of the optimistic-pessimistic tuple encloses the actually correct negation result.

An aop-lattice is obviously distributive, but the preceding discussion shows that it is
not a de Morgan lattice. However, our whole theory and model checking machinery can
be extended to non-de Morgan lattices. In particular, Theorem 1 also holds for non de
Morgan lattices. Nevertheless, using the same lattice for the over and underapproxima-
tion (cf. Theorem 2) yields an aop-lattice which is a de Morgan lattice. Thus, to simplify
presentation, we silently assume that an aop-lattice is indeed a de Morgan lattice. Note,
that if using the state abstraction operator only, we get an op-lattice which also is a de
Morgan lattice.

Now we make precise the idea of abstraction by abstracting the lattice and provide a
suitable abstraction operator absL.

Definition 5 (Lattice Abstraction Operator). Let (SA,LA,RA, LA) be a mv-KS, and
↑o, ↓p be two Galois connections with corresponding negation functions ¬o,¬p. Then,
the lattice abstraction operator absL yields an abstracted mv-KS

absL
(
(SA,LA,RA, LA), ↑o, ↓p,¬o,¬p

)
= (S′

A,L′
A,R′

A, L′
A)

labeled with an aop-lattice L′
A, where S′

A = SA and

R′
A(s, s′) =

(↑o ((RA(s, s′))1) , ↓p ((RA(s, s′))2)
)

L′
A(s, p) =

(↑o ((LA(s, p))1) , ↓p ((LA(s, p))2)
)

This completes our idea of abstraction: For any concrete mv-KS, the subsequent appli-
cation of both abstraction operators—absL after absS —yields a mv-KS labeled with an
aop-lattice representing the combination of both kinds of abstractions.

While we have provided two abstraction operators to exemplify our ideas of abstrac-
tion, we show that model checking the abstract system yields conservative results for
the concrete system by means of a conservative abstraction.
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Definition 6 (Conservative Abstraction). Let LC be a de Morgan lattice and LA an
aop-lattice with the Galois connections (↑o, ↓o) from LC to Lo and (↑p, ↓p) from Lp to
LC with the negation functions ¬o and ¬p. Let KC = (SC ,LC ,RC , LC) be the con-
crete and KA = (SA,LA,RA, LA) the abstract multi-valued Kripke-structure. Fur-
thermore, let γ be an abstraction complete function which specifies how to abstract
concrete states. Then, we call KA a conservative abstraction of KC , if the following
conditions hold:

↑p((LA(sA, p))2) �
�

sC∈γ(sA)

L(sC , p) (ca-lab (i))

↓o((LA(sA, p))1) 
⊔

sC∈γ(sA)

L(sC , p) (ca-lab (ii))

↑p((RA(sA, s′A))2) �
�

sC∈γ(sA)

⊔
s′

C∈γ(s′
A)

RC(sC , s′C) (ca-trans (i))

↓o((RA(sA, s′A))1) 
⊔

sC∈γ(sA)

⊔
s′

C∈γ(s′
A)
RC(sC , s′C) (ca-trans (ii))

Note that both abstraction operators as well as their concatenation induce conservative
abstractions. A conservative abstraction is exactly that kind of abstract mv-KS which
we require such that the evaluation of a formula ϕ ∈ mv -Lμ (cf. Section 2) yields useful
results. More precisely, evaluating a mv -Lμ formula on a conservative abstraction of a
concrete system KC always yields a tuple representing the optimistic and pessimistic
approximation of the result that would be produced when evaluating the formula on KC

directly. Theorem 1 states this correctness result in a formal manner.

Theorem 1 (Correctness of abstraction). Let KC = (SC ,LC ,RC , LC) be the con-
crete multi-valued Kripke-structure and KA = (SA,LA,RA, LA) be a conservative
abstraction of KA. Let the corresponding Galois connections (↑o, ↓o), (↑p, ↓p), and the
abstraction function γ be defined as in Definition 6. Then for all sA ∈ SA, for all
sC ∈ γ(sA) and for all formulae ϕ ∈ mv -Lμ it holds that:

↑p (mp) � �ϕ�KC
∅

(sC) � ↓o (mo)

where (mo, mp) = �ϕ�KA
∅

(sA) is the result of the evaluation of ϕ on KA.

Proof. The proof is carried out by induction over the structure of a μ-calculus formula. To
demonstrate the central ideas, we explain the induction step for the ♦-operator. We con-
fine ourselves to the correctness of the under-approximation as the over-approximation
can be proved in an similar, slightly simpler way.

Let ( )2 denote the second, pessimistic entry of an aop-lattice tuple. We want to
prove, that ↑p ((�♦ϕ�(sA))2) yields an under-approximation for each concrete state
sC ∈ γ(sA) of the evaluation of the same formula on the concrete system. By semantics
of the ♦-operator we obtain ↑p(

⊔
s′

A
{(R(sA, s′A))2 � (�ϕ�(s′A))2}). By induction we

know that (�ϕ�(s′A))2 � ↓p(
�

ŝ′
C∈γ(s′

A)�ϕ�(ŝ′C)). This yields an upper bound for our
under-approximation:
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↑p(
⊔
s′

A

{↓p(
�

s̃C∈γ(sA)

⊔
s̃′

C∈γ(s′
A)

R(s̃C , s̃′C)) � ↓p(
�

ŝ′
C∈γ(s′

A)

�ϕ�(ŝ′C))})

Now we can apply Galois connection properties and choose s̃C = sC and thus obtain a
weaker upper bound

⊔
s′

A
{⊔s̃′

C∈γ(s′
A) R(sC , s̃′C)��

ŝ′
C∈γ(s′

A)�ϕ�(ŝ′C )}. By exploiting
distributivity of � and � this can be simplified to:⊔

s′
A

⊔
s̃′

C∈γ(s′
A)

�
ŝ′

C∈γ(s′
A)

{R(sC , s̃′C) � �ϕ�(ŝ′C)}

We can now choose ŝ′C = s̃′C and obtain once again a weaker upper bound:⊔
s′

C

{R(sC , s′C) � �ϕ�(s′C)} = �♦ϕ�(sC)

This least upper bound is identical to the definition of the ♦-operator semantics and thus
completes the proof. �

So far, we have presented the most general setting, in which we used different lattices
for the optimistic and pessimistic approximation, respectively. However, it may usually
be more convenient to use the same (de Morgan) lattice for both kinds of approximation.
Doing so allows to define one of the two required Galois connections in terms of the
other one and to use the negation defined on the lattice instead of the two negation
functions mapping between separated lattices:

Theorem 2 (Simplification). Let LC be a lattice and Lop be a de Morgan lattice.
Let (↑o, ↓o) be a Galois connection from LC to Lop. This Galois connection induces
two other functions ↑p : x �→ ¬↓o(¬x) and ↓p : x �→ ¬↑o(¬x) which also define
a Galois connection (↑p, ↓p) from Lop to LC . Together with the negation functions
¬o(x) = ¬p(x) = ¬x we obtain an aop-lattice for LC .

We can prove this theorem by showing that (↑p, ↓p) fulfills the Galois connection prop-
erties and that the conditions for the negation functions stated in Definition 4 hold. If
not stated differently we will work with such a simple form of abstraction.

4 Causes for Indefinite Results and Refinement

Whenever the optimistic and pessimistic assessment of a formula evaluated on the ab-
stract system differ, we might be interested in refining (one of) the abstractions, to even-
tually obtain a result that coincides with that for the concrete system. While we leave
precise ideas of refinement for future work, we elaborate a function causes that returns
the causes of why the semantics of a formula interpreted over a mv-Kripke structure
using the aop-lattice is a tuple in which the left and right components differ. To deter-
mine the causes, we analyze the results of the required steps to compute the semantics
of a formula by means of a standard fixpoint computation. Revisit Figure 1, in which
the semantics of a mv -Lμ formula is given. Since the semantics of μ-calculus fixpoint
operators can be computed in an iterative manner [13], they do not have to be treated
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explicitly. The semantics of the �- and ♦-operators is given by means of transitions and
meet and join operators. Thus, a relevant computation step for determining causes is
basically one of (i) the evaluation of the labeling function L for some atomic proposi-
tion p and state s (ii) the evaluation of the transition relation function R for two states
s and s′, (iii) the computation of negation, or (iv) the computation of meet and join. In
the latter case, the meet and join operators may be indexed by state variables iterating
over the states of the Kripke structure needed to compute the semantics of the �- and
♦-operator. Therefore, to describe a computation, we define a formula language LΦwith
state variables si by the following grammar:

Φ := ¬Φ | Φ � Φ | Φ � Φ |
�
si

Φ |
⊔
si

Φ | L(si, p) | R(si, sj)

Before we give a precise definition of causes, we present the intuition behind this no-
tion. At first, let us discuss in which way the abstraction from lattices (the shift from op-
lattice to aop-lattice) gives rise to imprecision. Consider the optimistic and pessimistic
abstraction of the powerset lattice over the elements 1, . . . , 5 shown in Figures 6(a)
and 6(b), respectively, in which abstract elements are named according to their con-
crete counter parts. Now, consider a meet of the elements {1, 2, 3, 4} and {2, 3, 4, 5}
within the pessimistic lattice. As there is no element {2, 3, 4}, the result is ∅. Thus,
the computation of a pessimistic value might be more pessimistic just because of the
lattice abstraction. To identify the situations that pessimistic as well as optimistic val-
ues are diluted by such meet and join operations, we consider causes as elements in the
concrete rather than the abstract lattice.

The other source for different optimistic and pessimistic assessment is due to abstrac-
tion by joining states. More precisely, propositions and transitions may be assessed with
differing optimistic and pessimistic values. However, combining such imprecise ver-
dicts by meet and join may actually eliminate certain imprecision: Take for example the
three-valued lattice in which (	,⊥) � (⊥,⊥) yields the precise verdict (⊥,⊥), thus
eliminating any cause for refinement.

Hence, we should study in which way meet, join, and negation operators actually
modify causes for why the respective subformulae have a differing verdict, both due to
the fact that imprecision determined for subformulae may be eliminated by meet and
join but also introduced due to the lattice abstraction.

We are now set to introduce our ideas formally. Let Lo be the lattice for the optimistic
and Lp for the pessimistic view as introduced in Definition 4. The function causes
that returns the set of causes for one computation step from a causes domain � made
precise below uses the result of the present computation step, the results of the directly
preceding computation steps, and the causes computed for the preceding steps (its sub-
formulae). Thus, the function causes has the type:

causes : (LΦ × Lo × Lp) × ((LΦ → Lo) × (LΦ → Lp)) × (LΦ → �) → �

Let us now elaborate on the causes domain: We consider a cause to be a pair (mo, mp)
of elements of the concrete lattice LC , which limit the possible range of values for
the semantics, together with a context, describing the qualitative origin of the different
assessment. More specifically, a context could denote one of (i) a proposition in some
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{1, 2, 3, 4, 5}

{1, 2, 3, 5}

∅

(a)

{1, 2, 3, 4, 5}

{1, 2, 3, 4}

{1, 2} {1, 4} {1, 3}

{3}

∅

{2, 3, 4, 5}

{3, 5} {2, 5} {4, 5}

(b)

Fig. 6. An optimistic lattice Lo and a pessimistic lattice Lp, where {3} is added during refinement

state, (ii) some transition, (iii) or o/p identifying the lattices Lp orLo. The latter symbols
are used to indicate the situation that the results are diluted due to abstraction of lattices.
Consequently, we define the domain of causes as � := LC ×� and the set of contexts as
� := (S ×P )∪ (S ×S)∪ {o, p}, where (i) S ×P refers to a label of a state, (ii) S ×S
to a transition, and (iii) {o, p} to the optimistic or pessimistic lattice Lo or Lp.

In the following we will use as names for the function parameters mo for the op-
timistic and mp for the pessimistic result, ξo (ξp) for the function mapping preceding
computations to their optimistic (pessimistic, resp.) results and ζ ⊆ � to their causes.
We give the definition of causes in an inductive fashion.

Atomic propositions. For an atomic proposition p a cause is just the pair of concrete
lattice elements, for which the proposition is undetermined for some state s:

causes(p(s), mo, mp, ξo, ξp, ζ) = {(s, p, (↓o(mo), ↑p(mp)))}
For example, if an atomic proposition p evaluates to {1, 2, 3, 4, 5} in the optimistic and
to {2, 3, 4, 5} in the pessimistic account, the cause is (s, p, ({1, 2, 3, 4, 5}, {2, 3, 4, 5})).
Transitions. Causes for transitions are similarly defined as for atomic propositions:

causes(R(s, s′), mo, mp, ξo, ξp, ζ) = {(s, s′, (↓o(mo), ↑p(mp)))}
Let us illustrate the causes for transitions, which may be raised by two different rea-
sons: Several states could have been joined and therefore differently labeled transitions
(or propositions respectively) could have been merged as shown in Figure 7(a) or infor-
mation could have been lost due to the abstraction from the concrete lattice as shown in
Figure 7(b). A combination of both cases is likewise possible as shown in Figure 7(c),
where the example is driven over the powerset lattice of three elements.

Negation. When using different lattices for the optimistic and pessimistic view, nega-
tion results in a loss of precision if the complement of an element of one lattice is not
exactly representable in the other lattice. A cause in this case expresses, that in one
of the abstract lattices a given element is missing. Since negation never increases pre-
cision, causes for preceding computations can just be passed on. Figure 8 shows how
information can be lost due to negation.
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{1, 2, 3, 5}

∅

({1, 2, 3, 5},∅)

(a)

{2, 3}

({1, 2, 3, 5},∅)

(b)

{1, 2, 3}

{2, 3, 4}

({1, 2, 3, 4, 5},∅)

(c)

Fig. 7. Imprecision due to joining states 7(a), to lattice abstraction 7(b), and to both 7(c)

{1, 2, 3} {4, 5, 6}

({1, 2, 3, 4}, {1, 2}) ({2, 3, 4, 5, 6}, {5})

¬

¬

Fig. 8. Information loss due to negation. Negating
{1, 2, 3} results in {4, 5, 6}. Negating the abstraction
{1, 2, 3, 4}, {1, 2} could yield ({3, 4, 5, 6}, {5, 6}) but
the result in this example is even less precise.

To define the cause for nega-
tion formally, let us consider
one case: Recall that mp =
¬ξo(ϕ(s)). If this computation
would have been carried out in
the concrete lattice, we would
have obtained ↓o(ξo(ϕ(s))). If
the negation of the latter value
is different from ↑p(mp), we
have a further imprecision due
to the lattice abstraction. Other-
wise, the only imprecision is due to the so far accounted ones denoted by ζ. Thus, we
define causes as follows:

causes((¬ϕ)(s),mo, mp, ξo, ξp, ζ) =

ζ(ϕ(s)) ∪
{
{(¬↓o(ξo(ϕ(s))), ↑p(mp))} if components differ

{(↑p(ξp(ϕ(s))),¬↓o(mo))} if components differ

Meet and join. Let us consider the case of a meet operation. The treatment of the join
operator is dual and omitted here. Let (mo, mp) be obtained by ((ξ1

o � ξ2
o ), (ξ1

p � ξ2
p)),

where ξj
σ = ξσ(ϕj(s)), for j ∈ {1, 2}, σ ∈ {o, p}.

As with negation calculating the meet can, on one hand, result in further imprecision
(because of the lattice abstraction). However, due to the properties of Galois connec-
tions both operations are exact on either the optimistic or the pessimistic view. There-
fore we can only lose informations because of missing elements in one of the abstract
lattices. So, as seen below, we add, similarly as in the case of negation, causes.

On the other hand, a meet may result in a gain of information due to the meet in
the pessimistic view. The additional information can be used to remove or reduce the
imprecision listed in causes of preceding computation steps. To illustrate the idea, con-
sider the meet of ξ1 = ({2, 3}, {2, 3}) and ξ2 = ({1, 2, 3}, {3}), which results into
(mo, mp) = ({2, 3}, {3}). Note that ξ2, in the product line interpretation, denotes that
no precise information about products 1 and 2 is available, while ξ1 represents a precise
result. Now, considering the result ({2, 3}, {3}), we observe that the imprecision about
product 1 is no longer a concern, while that for product 2 is still of interest. Practically,
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the result may be expressed by taking the cause based on ξ2 = (ξ2
o , ξ2

p) and adjusting
its components by the result mo and mp as follows: (ξ2

o �mo, (ξ2
p �mp) � (ξ2

o �mo)),
where the meet in the second component with the first component is only to make sure
that the second component is smaller than the first component. This modification is ex-
pressed by the following operator fil , that takes an optimistic result mo, a pessimistic
result mp and a cause:

fil(mo, mp, (k, (lo, lp))) = (k, lo � ↓o(mo), (lp � ↑p(mp)) � (lo � ↓o(mo)))

Then we are ready to define the function causes for a meet operation as:

causes((ϕ1 � ϕ2)(s), mo, mp, ξo, ξp, ζ) =
{(↓o(ξo(ϕ1(s))) � ↓o(ξo(ϕ2(s))), ↑p(mp))} if components differ

∪
⋃

c∈ζ(ϕ1(s))∪ζ(ϕ(s))

fil(mo, mp, c)

Example 1. For a better understanding of the propagation of causes we consider as
example the meet of ({1, 2, 3, 4, 5}, {1, 2, 3, 4}) and ({1, 2, 3, 4, 5}, {2, 3, 4, 5}). Using
the lattices in Figures 6(a) and 6(b) for the optimistic respectively pessimistic view,
this results in ({1, 2, 3, 4, 5}, ∅). Calculating the meet in an exact manner would have
resulted in ({1, 2, 3, 4, 5}, {2, 3, 4}). We therefore obtain the cause (p, ({2, 3, 4}, ∅)).

Now, let us assume that the fixpoint computation (expressed by a formula of the
grammar introduced above) requires to join the previous result ({1, 2, 3, 4, 5}, ∅) with
the pair ({1, 2, 3, 4, 5}, {1, 2}) which results in ({1, 2, 3, 4, 5}, {1, 2}). Since we now
have information about 2, we can modify the cause to (p, ({2, 3, 4}�{1, 2, 3, 4, 5}, (∅�
{1, 2}) � {2, 3, 4})), resulting in (p, ({2, 3, 4}, {2}).

As next step we take the meet of ({1, 2, 3, 4, 5}, {1, 2}) and ({1, 2, 3, 5}, {1, 2})
which results in ({1, 2, 3, 5}, {1, 2}). Since we obtained information about 4, the cause
is further simplified to (p, ({2, 3}, {2}). We can now modify the lattice for the pes-
simistic view Lo by adding an element for 3 as shown in Figure 6(b). Repeating the
computation results in ({1, 2, 3, 5}, {1, 2, 3}) and thus yield the same imprecision as
we started the computation with.

Note that the treatment of causes as pairs (mo, mp) can be simplified in Boolean lattices
to a single value mo � ¬mp actually representing set difference.

The computation of causes can be interweaved with the computation of the seman-
tics. In case of a don’t know result, meaning that the optimistic and pessimistic assess-
ment differ, a cause can be picked according to a meaningful heuristics, whose discus-
sion is beyond the scope of this paper, and a suitable refinement may be accomplished.
Reassessment of the semantics eventually yields a precise model checking result.

5 Conclusion

In this paper we have introduced abstraction techniques for multi-valued Kripke struc-
tures. More precisely, we have given two different kinds of abstraction: The first kind
abstracts by joining states, in the usual way. The second kind of abstraction combines
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lattice elements realizing the idea of not differing between certain concrete products
(of a software product line) or truth values in the abstract anymore. The combination
of both abstractions yields again a multi-valued Kripke structure which represents the
abstract system. Here, the transitions are labeled with a tuple representing the optimistic
and pessimistic assessment of this transition.

On such an abstract multi-valued Kripke structure we can evaluate properties using
the existing multi-valued model checking machinery. More importantly, we have shown
that the result of evaluating a mv -Lμ formula on the abstract system always yields the
optimistic and pessimistic limits, in which the concrete value is located for sure.

To eventually obtain a model checking result for which the optimistic and pessimistic
assessment coincide, refinement of abstractions in needed. Therefore, we have intro-
duced the notion of causes: Whenever the optimistic and pessimistic assessment differ,
a cause guides us during the process of concretization and gives us those states in the
abstract, which we have to concretize first.
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J., Lepistö, A., Sannella, D. (eds.) ICALP 2004. LNCS, vol. 3142, pp. 281–293. Springer,
Heidelberg (2004)

6. Chechik, M., Devereux, B., Gurfinkel, A.: Model-checking infinite state-space systems with
fine-grained abstractions using spin. In: Dwyer, M.B. (ed.) SPIN 2001. LNCS, vol. 2057, pp.
16–36. Springer, Heidelberg (2001)

7. Shoham, S., Grumberg, O.: Multi-valued model checking games. In: Peled, D.A., Tsay, Y.-K.
(eds.) ATVA 2005. LNCS, vol. 3707, pp. 354–369. Springer, Heidelberg (2005)

8. Bruns, G., Godefroid, P.: Model checking partial state spaces with 3-valued temporal logics.
In: Halbwachs, N., Peled, D.A. (eds.) CAV 1999. LNCS, vol. 1633, pp. 274–287. Springer,
Heidelberg (1999)

9. Larsen, K.G., Thomsen, B.: A modal process logic. In: LICS, pp. 203–210. IEEE Computer
Society, Los Alamitos (1988)

10. Godefroid, P., Huth, M., Jagadeesan, R.: Abstraction-based model checking using modal
transition systems. In: Larsen, K.G., Nielsen, M. (eds.) CONCUR 2001. LNCS, vol. 2154,
pp. 426–440. Springer, Heidelberg (2001)

11. Cousot, P., Cousot, R.: Abstract interpretation: A unified model for static analysis of pro-
grams by construction or approximation of fixpoints. In: Proc.4th ACM Symp. on Principles
of Programming Languages, pp. 238–252 (1977)



Don’t Know for Multi-valued Systems 305

12. Kupferman, O., Lustig, Y.: Latticed simulation relations and games. In: Namjoshi, K.S.,
Yoneda, T., Higashino, T., Okamura, Y. (eds.) ATVA 2007. LNCS, vol. 4762, pp. 316–330.
Springer, Heidelberg (2007)

13. Tarski, A.: A lattice-theoretical fixpoint theorem and its application. Pacific J. Math. 5, 285–
309 (1955)

14. Grumberg, O., Lange, M., Leucker, M., Shoham, S.: Don’t know in the μ-calculus. In:
Cousot, R. (ed.) VMCAI 2005. LNCS, vol. 3385, pp. 233–249. Springer, Heidelberg (2005)


	Introduction
	Preliminaries
	Conservative Abstractions for MV-Kripke Structures
	Causes for Indefinite Results and Refinement
	Conclusion


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f0064007500630065007300200062006f006f006b00200069006e006e006500720077006f0072006b0020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


